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OcBiTHs1 MO/1eJIb 32CBOEHHS €TAIIB FTeHEPATHUBHOI'0 IUTYYHOI0 iHTEJIEKTY

Pe3tome. Y crarTi 3anpONOHOBaHO OCBITHIO MOJIENb IOETAITHOTO 3aCBOEHHS T'€HEPATHBHOIO IITYYHOTO
IHTEJICKTY, 30pi€HTOBaHY Ha (pOpMyBaHHS IHTErPaIbHOI KOMIIETCHTHOCTI (haXiBIliB, IO MOEIHYE TEXHIYHI 3HAHHS,
KOTHITUBHI HABUYKH T4 €THUHY O0i3HAHICTh. MOJIENb CTPYKTYPOBAHA 3a MPHHIMIIOM IOCTYIOBOTO YCKJIaJHEHHS
HABYAILHOIO KOHTEHTY: BiJl BUBUEHHS OCHOB MaTEMaTHYHOTO arapary, MporpamMyBaHHS Ta 0a30BHX ajrOPUTMIB
MAIIMHHOTO HABYAHHS - JI0 OTAHYBAHHS CKJIQJHHX T€HEPATUBHHUX apXiTEKTyp, 30KpeMa aBTOKOJIEPiB, BapialliiHIX
ABTOKOJIEPiB, TEHEPATHBHO-3MAarajbHUX MEPEX 1 MYJIbTUMOJAIbHUX cHcTeM. IIpeacTaBieHa OCBITHA MOJENb
nepeabavae amanTaliio 0 PI3HUX Taly3ei, 30KpeMa 3 BiliCBKOBOIO OCBITOI, MEIMIIMHOI, KiOepOe3meKoro,

IU(pPOBUM JU3aHOM Ta IHIINUX CEPEOBUILL.

Karo4oBi ciioBa: reHepaTHBHHMI INTYYHMH IHTENEKT; HU(POBI TEXHOJOrIi; OCBITHS MOJENb; TIINOOKE
HaBYaHHS; TEHEPATUBHI Mepexi; Hu(poBa TpaHchopMallist; IITYIHI HEHPOHHI MEpexi.

ITocTanoBka npooJeMu. PosBurtok
renepaTuBHoro mrygnoro inrenekry (I'II) e
JWHAMIYHAM  HalpsMOM  Cy4YacHOi  CHUCTeMH
OCBITH 1 Hayku. ['eHepaTWBHI Mojeni, 30Kpema

aBTOKOICpPH,  BapialliiiHi  aBTOKoAEpH  Ta
TeHEpaTUBHO-3MarajibHi MeEpeXi, BiIKPUBAIOTH
IIUPOKI MOXKJTUBOCTI ISl CTBOPEHHS HOBHUX

00’ekTiB (300pakeHb, TEKCTIB, aymio, JAW3aiHy)
Ha OCHOBI 3aJlaHUX BXITHUX YMOB a00 HaBUEHOI
ctpykrypu [1]. Lle 3yMOBIIIOE cTpiMKEe 3pOCTaHHS
TTONUTY Ha (haxiBIliB, SKi BOJOIIIOTH TEXHITHUMH
HaBUYKaMHU Ta MaloTh rooke
MDKAACIUIUTIHAPHE  PO3YMIHHS Ta  €TUYHY
o6izHaHicTh y cdepi 'L, ¥V mpomy KoHTEKCTI
pO3pOOJICHHSI OCBITHBOI MOIENI ITOETAITHOTO
3acBoeHHs reHepatuBHOro 111 mimkoM BimmoBigae
CTpaTeriayHuM HampsMam, BH3HAYEHUM
Konmenmieto po3BUTKY IITYYHOTO IHTEIEKTY B
VYkpaini [2], 30kpema mogo imrerparii LI B
ocBity, (opMyBaHHS UH(PPOBUX CTAHIAPTIB.
Pernmament €Bpomneiicbkoro Ilapmamenty i Pamn
(€C) [3] cTBOprOE HOPMATHBHY paMKy mIJIs
HOBOT'O 3aCTOCYBaHHS INTYYHOTO iHTENEKTY (maii
[II), 3okpema B  OCBITHBOMY  CEKTOpI,
mependavaroyy  BIOPOBADKEHHS  MPO30pUX 1
HII3BITHUX CUCTEM.

T'enepamuenuti [l — 1ie TEXHONOTIYHUIMA
IHCTpyMEHT Ta HOBUH MiAXiA JO OCBITHBOTO
MpoIlecy B IMATrOTOBII (TpeHyBaHHI) odimepiB
OpraHiB BICHKOBOTO yIpaBiiHHS (IITa0iB), IO
JTIOTh B OUNBIN CKIQJHOMY, IUHAMIYHOMY Ta
HenepenbadyyBaHOMY CEPEOBHINI, A€ 3MOTY
MPUCKOPIOBATH aHAIi3 1 aBTOMAaTU3yBaTH PYTUHY,
SKMA  BU3HAYa€  IEPEOCMHCICHHS  METOMIB
MATOTOBKH KaJIpiB, MDKJIUCITUTUTIHAPHOTO

HaB4YaHHS Ta  (QopmyBaHHS mUPPOBUX 1
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KOTHITUBHUX KOMITETEHTHOCTEH, HEOOXIMHUX s
cyvacHuX (axisIiB [9].

TexHoJOris 1a€ 3MOTy TpeHyBaTu odinepiB
OpraHiB BiHCHKOBOro ympaBiiHHs (mTabiB) Ta
BUCTYIIATH Y PO “pO3yMHOr0” MPOTHBHHKA IS
BiiickkoBux irop (Wargaming). 3amicte TOrO,
o0 mTabd rpaB MPOTH 3a37JANIETiAb MPOMHUCAHOTO,

nependadyBaHoOro CIICHapiro “gepBOHHX ",
renepatuBHuii [l Moxke rpatu 3a TpPOTUBHUKA,
BiH Oyne pearyBaTu IUHAMITHO,

Herepe0adyBaHe, ajanTyBaTH CBOIO TAKTHKY B
peTbHOMY daci, BYHTHCS Ha TOMHJIKax 1
3aCTOCOBYBAaTH TAaKTUKH, fKI ImTad, MOXKIHBO,
HaBiTh He po3raaaB. CTBOPIOBATH HECKIHYCHHI

CIeHapii, TeHepyBaTH THCSYl  YHIKaIbHHUX
BBiTHHX (0OCTaHOBKA, Iii MPOTHBHHKA, MOTOMIHI
YMOBH) Ui TpEHYBaHHS, pOOISYM  KOXKHE
HABYaHHS YHIKaJIbHUM.

Tlonpu TEXHOJIOT TIHUH PO3BUTOK,
ocBoeHHss reHepatuBHoro Il  3anmumiaerscs
CKJIQTHUM 3aBJIaHHSM, 0COOIMBO TUTS

MOYATKIBIIB Ta CIEIaNICTIB HIUX Tamy3ed [4].
OCHOBHOIO TPUYMHOIO MOXKHAa  BHU3HAYUTH
BHCOKHI TOpIT BXOMKEHHS, SKHA Tepemdadae
OITaHyBaHHS 3HaHb 3 MaTeMaTHKH,
MporpaMyBaHHA, MIPUHIIAITIB MAIIMHHOTO
HaBYaHHS, OCOOJIMBOCTEH TIMOOKMX HEHPOHHHX
MEpeX, a TaKOXK YCBIOMIIEHHS TOTEHI[IMHUX
coliambHUX Ta 0E3MEeKOBUX PU3MKIB.

Anaimi3 OCTaHHIX JOCTiIsKeHb i
nyOaikamiii. Y mocmimkenHi [5] mpencraBieHO
KOMIUIEKCHUH aHalli3 HOPMAaTHBHO-TIOMITHYHUX
migxonis go BrpoBamkeHHs [l y cucremy
BUINOI OCBiTM 3a mpukiagoM moHan 100
NPOBITHUX YHIBEPCUTETIB CBITY. Y Wil poOoTi
HAaBEJCHO 3pOCTAlOYy TEHACHIIIIO JO IMOCTYHOBOI
IHCTUTYL[IOHAMI3aLil TeHepaTUBHUX Moneneld y
HABYAJILHOMY TIPOIIECi, SIKUM CYIPOBOKYETHCS
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nuBepcu(ikaliero  cTpaTerid: Big  MOBHOTO
0OMeEXeHHS BUKOPUCTAHHS BIAIOBITHUX
TEXHOJOTH 10 iX CHUCTEMHOrO iHTErpyBaHHS B
OCBITHI ~ TpoOrpamH. CtpykTypa  aHamizy
[PYHTY€ETbCA Ha ICHYIOUHX miaxonax
3acrocyBanHs ['1I B akageMiduHOMY CEpEIOBHIIL;
npo¢eCiifHOMY PO3BUTKY HayKOBO-TIE€JIArOri9HUX
MpaliBHUKIB, 3 ypaxyBaHHSM ajanTtaiii GpopMu
HaBYaHHS JI0 Cy4YacHUX yMOB IHQpoBoi
TpaHcopmalii.

Y poGotri [6] 3miCHEHO KOMILJIEKCHUN
OTJISIA JIITepaTypH, MPUCBSUCHOI BILTUBY BEIUKUX
moBHEX Mozxenei (LLM), (ChatGPT) na ocBiThe
cepenosuiie. [IpoananizoBano 118 akTyanbHHX

nyOmikaiifi, sKi  BigoOpa)kalOTh  IO3UTUBHI
acriektu BHKopucTaHHid LLM y HaB4ajbHOMY
porreci (amanTuBHE HaBYAHHS,
aBTOMAaTU30BaHUMN 3BOPOTHUHU 3B’SI30K,

MiATPUMKa MTUChMA), 1 1HIII BUKJIUKH, CEPE SKHX
MPO30PICTh MOJIEIICH Ta YIIEPEIKEHICTD Y TaHUX.
Y rpyHTOBHOMY oOrjsiai [7] HOCHiKEHO
CBOJIIOLII0 TiaxomiB a0 Bukopuctanus [l B
OCBITi, 30KpeMa MOro MOXJIMBOCTI  JUIs
TpaHchopmaIlii OCBITHIX TPaKTUK, KOHTEHTY Ta
B3a€EMOMAII MDK BHKJIaJa4eM 1 CTYICHTOM.
Astopamu ximacudikopano 3acrocyBanus ' y
chepi HaBYaHHS 33 (YHKIIIOHAIBHUMHU PIBHAMHU:
asmomamu3zayisi (TeHepalis TEKCTIiB, 3aBIaHb,
OIIHIOBaHHA), adanmayia  (TIEPCOHAIII30BAHE
HABYaHHS), a TAKOXK POZUUPEHHS MEOpPUUX 1
KOZHIMUGHUX MOJICIUBOCIEL KOPUCTHYBAUA.
CydacHi  OCBITHI  MIXOOW  MAarOTh
(dbparMeHTapHUH XapakTep Ta OpI€HTOBaHI Ha
BY3bKi TEXHIYHI acCleKTH, SKi He NAl0Th 3MOTH

CUCTEMHIN  OCBITHIA  mopenl

uudpoBizamii HaceneHHs.

B yYMOBax

Meta cratti — pO3pOOJIEHHS OCBITHBOT
MoOZieJli TOETAITHOTO 3aCBOEHHSI TEHEPaTUBHOTO
HITYYHOTO IHTENEKTY, Y SIKii MO€IHAHO TEXHIYHY
MiZArOTOBKY, CIICIialdi30BaHi 3HAHHS 3 TJIMOOKOro
HaBYaHHS Ta PO3YMIHHS 3aCTOCYBaHHS HITYYHOTO
IHTEIIEKTY.

Buxknang ocHoBHoro wmarepiaay. Ha
ChOTO/IHI BHUKOPHUCTaHHA IITYYHOTO iHTEIEKTY
(LLIT) BHOKpeMIIOETHCS SK OOUH 13 TPOBITHHX
HANPAMIB MAIIMHHOTO HABYAHHA. Voro ocHoBHa
MeTa TOJISIrae B aHasli3i JaHUuX, CTBOPEHHI HOBHX,
CTaTUCTUYHO  OOIPYHTOBaHHMX  3paskiB. Ha
BIIMIHY BiJl JAMCKPUMIHATHUBHMX MOJENIEH, SIKI
BUDILIYIOTH 3ajadi Kiacudikaiii abo perpecii,
TreHepaTUBHI MOJIeNli HaBYAIOThCS MOBHOMY a00
CHUIBHOMY po3noainy manux. lle mae 3mory im
BIITBOPIOBATH HOBI 00’€KTH, MOMIOHI 0 THX, IO
MICTSThCSI B HaBYaJIbHIN BUOIpI(. 3aBIsAKd ik
3IaTHOCTI JI0 T'eHepallii KOHTEHTY, TEKCTIB,
300pakeHb, 3BYKOBUX CHUTHamiB uu komay, ['TII
HaOyBae IIMPOKOrO 3acTOCYBaHHS B  OCBITI,
KPEaTUBHHUX IHIYCTPisiX, OXOpPOHI 3JI0pPOB’S,
chepi OGesmekm Ta ympasmimmi  [8].  Horo
apXiTeKTypa TMOEAHYE TOCSATHEHHS TINOOKOTO
HaBYaHHS, WMOBIPHICHOT'O MO/IEJIIOBAHHS,
0araToBUMIpHOI CTATUCTUKH Ta HEHPOOOUNCIICHB.

Hait6inem Bimomi peamizamii BKJIIOYAIOTH
BapialliiHi aBTOKOAEpH, TeHEPAaTHBHO-3MarajibHI
Mepexi, TpaHchopMepH, a TaKOX
MyJTBTUMOAANBHI MOJEN, 3[aTHI TPAIIoBaTH 3
PI3HUMHU THIIAMH JAHUX OJTHOYACHO.

s Bizyamizamii TOCTIZOBHOCTI Momeni

chopMyBaTH  IUTICHY  KOMIETEHTHICTH Y )
BiTOOpa3mMo ajaropuT™ Ha puc. 1.
1 mogyne 2 Mogyne 3 mogynb 4 moyne 5 mogynb 6 momyne
MatemaTuyHi ANropHTMMH hpﬁrgggga [eHepaTHEHI MynsTHMOgansHi 3acrrlgcﬂr;:::§ 13
0CHOBH Python- MallHHHOTO Hell pOHHK anropuTMA Ta Mogeni Ta npm;eciina
nporpaMyBaHHA HaB4aHHA Mepex Mogeni Etuka WI cllinbHOTa

Puc. 1. Aaroput™m nocJjigoBHocti mogeni I'ITT

Ilepwuii MoAynp BKIIOYAE OMAHYBAHHS
KIIOYOBMX MaTEeMaTHYHUX TOHATh (Mampuyi,
meH30pU, UMOGIDHICHI po3nodiiu) Ta 3aCBOEHHS
OCHOB mporpamyBaHHA Ha Python, — MoBH, sika
nominye y cgepi LI, 3 akmeHTomM Ha poboty 3
6iomiorekamu  NumPy, pandas, matplotlib.
dopmyBaHHs 023U KOMIIETEHTHICTEH 1T pOOOTH
3 I'llll mouinbHO peani3oByBaTH 32 MOAYJIEHUM
ITIZIXOJIOM 13 piBHEM CKJIAJTHOCTI, SIKHH 3POCTaE.

Hoegioka.
NumPy  (Numerical Python) — e
6ibmioreka Python 3 BigkpuTUM  BHXITHUM

KOJIOM, fIKa HAaJa€ TOTY)XHI IHCTPYMEHTH IS
pobot 3 0araTOBUMIpHMMH MacHUBaMH Ta
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MaTpuIsiMi. BoHa ae 3MOry BUKOHYBATH IIBHIKI
MaTeMaTH4YHI Ta YHCIOBI omeparii, Taki sK
anreOpaidHi, TPUTOHOMETPHUYHI Ta CTATUCTHYHI
O0YHMCIIEHHS.

Pandas — me O6ibmioreka Python, sxa
BUKOPUCTOBYETBCS JUISI MaHIITyTFOBaHHS, aHATI3Y
Ta POOOTH 3i CTPYKTYpOBAaHHMH TaOIMYHUMU
JaHUMHA Ta YacoBMMHU psjamu. Bona Hanae
epeKTUBHI  CTPYKTYpH  JaHUX, Taki SK
DataFrame (tabmuig) i Series (cToBmernp), sKi
JA0Th 3MOT'Y LIBHJKO i IHTYITUBHO 00poOIATH,
¢binpTpyBaTH, arperyBatd Ta TpaHC(OPMYyBaTH
BEJIMKI HAOOpH JaHMX.
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Matplotlib ne Oi0mioreka  MOBH
nporpamyBanHs  Python, npusnauena s
Bi3yaumizailii nanux. Bona nae 3mMory crtBoproBatu
BHCOKOsIKiCHI JBoBUMIpHI (i 3D) rpadiku, Taki sk

JMiHIAHI  JgiarpaMu, TiCTOrpaMM Ta  KPYroBi
niarpaMu, SKi MO)KHa 30epiraTh B Ppi3HHX
dopmarax JUIsI BUKOPHCTaHHS B HAayKOBHUX

myOmiKaIisx, 3BiTax Ta Be0jo1aTKax.
Y opyeomy monmyii nepenbadeHo CUCTEMHE

O3HalOMJICHHS 3  0a3’0BHMH  alTOPUTMaMH
MAIIITHHOTO HaBYAHHS: JIHIHHOIO Ta
JIOTICTHYHOIO perpecieto, METOZaMH
KJIacTepusallii, a  TakoX 13  TeXHIKaMu
OLIIHIOBAHHSA e(peKTHUBHOCTI Moelei -
MEePEXPECHOI0 BaJliIaIli€to, nigdopoM

rimeprapaMerpis, o0y J0BOI0 KPUBUX HABYAHHS.

Tpemiti MOIydb BKIIIOUAE aPXITEKTYPY
TITMOOKMX HEMPOHHUX Mepex, QYyHKIIT aKTHBaIli,
MeXaHIi3MH 3BOPOTHOTO TIOMIMPEHHS TTOMHIIKA Ta

IHCTpyMeHTapiii  peamizamii  Mozened  3a
noromoroto TensorFlow, Keras, PyTorch.
JoBinka.
TensorFlow — Bigkpura nporpamua

0i0ioTeka I MAIUWHHOINO HaBYaHHSA LUTH
HM3IT 3a/1a4, po3pobieHa kommaniero Google s
3aI0BOJIEHHS ii moTped y cHcTeMaxX, 3IaTHUX
OyoyBaTH Ta TPEHYBAaTH HEHPOHHI MeEpexi s
BUSIBJISHHSA Ta po3mupoByBaHHS 0O0Opas3iB Ta
KOpEIAIlif, aHajJoriYHO N0 HaBYaHHI U
PO3yMIiHHS, SIKi 3aCTOCOBYIOTH JIFO/IH.

Keras — 6ibmioreka mis HeHpoMepeKHUX
3aCTOCYHKIB 3 BIIKpUTHM KOJOM, HaIMCaHa
MoBoto Python. Bona mpamoe pazom 3
TensorFlow, Microsoft Cognitive Toolkit, R,
Theano Ta PlaidML. Bin Mae
BHCOKOIIPOAYKTUBHHAN iHTepdelic it 3amad
MaImuHHOTO HaBuaHHS (ML) Ta 3amyckaeThcs Ha
TPU, GPU B Opay3epi abo Ha MOOUTRHUX
mpuctposix. Keras gie sk iHTEepdeiic mns
6i6miorexn TensorFlow.

PyTorch BiZIKpHTa
MaIllMHHOTO HAaBYaHHS Ha OCHOBI 0i0OiioTexn
Torch, mo 3acTocoByeThcs A 3amgad
KOMIIT'FOTepHOT0 OaueHHsI Ta 0OpOOKH MPUPOIAHOT
MOBH.

Torch Bimkpura  Oi0mioreka s
MaIllMHHOTO HaBYaHHS, CHUCTeMa JUISI HAayKOBHIX
Oo04YHCIIeHh Ta MOBa CIIEHApiiB HAa OCHOBI MOBH
nporpamyBanHs Lua.

Yemeepmuii MOLydb OpIEHTOBAaHMH Ha
BHBYCHHS TEHEPATHBHUX aJTOPUTMIB, 30KpeMma
aBTOCHKOZEPIB,  BapialifHUX  aBTOEHKOHEPiB
(VAE) Ta reHepaTHBHO-3MarajibHUX MEPEX, IO
CTBOPIOE HOBI CEMaHTHYHO Y3TO/KEHI 3pa3Ku

010110TEKA
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naHux. Ha mpakTHyHOMY piBHI OMPalbOBYIOTHCS
Kelicu peamizanii mozgenet Ha ocHoBi: MNIST,
CIFAR, GPT, LSTM Toro.

JloBifka.

Aemoxodysdrvnux (anen. autoencoder) —
1€ OWH i3 TUIIB IITYYHUX HEHPOHHUX MEPEXK,

SIKHI BUKOPHUCTOBYIOTh JUTST HaBYaHHS
e(peKTUBHUX  KOAYyBaHb HEMIYCHUX  JaHHX
(HekepoBaHOI'O HAaBYAHHA).

Bapiayitinuii  asmoxoodysanvnux  (amnen.

variational autoencoder), Bimomuii TakoX SIK
BAK (anrn. VAE), — me apxitekrypa MTy4YHOI
HEWPOHHOT Mepexi, 3anpoBapkeHa [1. Jlizepikom.
Kiarmoro Ta Makcom Bemminrom[en], 1o
HAJIGKUTh 0 CIMEHCTB IMOBIpHICHUX TrpadoBUX
MoJIeiel Ta BapialliiHuX 0aeCOBUX METOIIB

MNIST — o0’emna 06a3a nmaHUX 3pa3KiB
PYKOIIUCHOI'O HAMCAaHHS IUQD.

CIFAR OIMH 13 HAWMOIIMPEHIIINX
HAOOpIB JaHUX I JOCHIIKEHb MAIMHHOIO
HaBuaHHi. HabGip nammx CIFAR-10 wmictuTh
60 000 xompopoBux 300paxkenp 32x32 y 10
pizHuX Kiacax. 10 pi3HUX KJIACiB MPEACTABIISIOTH
JiTaKkd, aBTOMOO1II, ITaxiB, KOTIB, OJIEHIB, COOAK,
ka0, KOHeW, KopaOm Ta BaHTaxiBku. € 6000
300pa’keHb KOYKHOTO KJIacy.

GPT TCHEPATUBHHUIA  IOMNEPEIHBO
TpeHOBaHUi TpaHchopMmep MMOOyIOBaHUA Ha
OCHOBI BEJTHKOL MOBHO{ Mozeni Ta
ONITUMI30BaHUI TUTS BEICHHA Jliaoris
NPUPOJHUMH MOBaMH, BiH 3JIaTeH T€HEpYBaTH
BIJIMIOBI/Ii B PI3HUX MPEAMETHUX Tally3sX, Pi3HOTO
thopmaTty, po3mipy, CTIIIIO Ta piBHS IeTami3allii,
BPaXOBYIOUH IPH I[bOMY KOHTEKCT PO3MOBH.

LSTM (moBra KopoTKO4acHa Iam’sTh) — II&
posmmpenHss RNN  (pekypenTHa HeWlpoHHa
Mepexka), sSKe MpU3HAueHEe JUIS BUBYCHHS JAHUX
PO TOCIIAOBHOCTI Ta iXHI JJOBFOCTPOKOBI paMKH
touHimre, Hix 3Bn4aitHi RNN. [Ipocrime kaxydw,
BOHH 30€epiratoTh iHGOpMAIIifo.

Hacrynuuii, n’amuii Momynb BimoOpakae
pobOTY 3  MYyIbTUMONAIBHUMH  MOJCIAMHU
(DALL-E, CLIP, Stable Diffusion), smatamM#a
MOEJHYBATH TEKCTOBI Ta Bi3yallbHI (opmMary.
OcobnrBa yBara TPUIIIAETHCS  BUSIBJICHHIO
AJTOPUTMIYHOI  YIEPePKEHOCTi,  MPO30POCTi
Mojenelt i BigmoBiganpHOro BHKOpHcTaHHs LI
3TiHO 3 MDKHAPOJHUMHE PEKOMEH/IaIlisIMU.

JloBizKa.

Mynomumooanoui  modeni LI e
HeMpOMepeKi, SKi BMIFOTh MPAIIOBATH 3 KUIbKOMa
THUIIAMHA JTAHUX OJTHOYACHO: TEKCTOM,
300pakKeHHSIMH, ayJio, a iHOAlI HaBiTh BiJe0 YU
iHIMME popmaTaMu.
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[lincymMKOBUM, wocmum  MOAYIEM €
3alydeHHs 3100yBadiB J0 XaKaTOHIB, 3MaraHb Ha
mwiatrpopMax THIy, Yyd4acTi y CHUTBHOTax
po3poonukis  (GitHub, Stack Overflow) Ta
BIPOBAKCHHS MPUHIIUITIB Cy4acHOi OCBITH Ta
Hayku. Takud migxig Jae 3MOry 3acBOITH
iHcrpymentapiii I'llIl Ta chopmyBaTu wmimicHy
CHCTEMY TH)KEHEpHOT O, eTUYHOTO Ta
KOTHITUBHOTO  MUCIICHHS,  HEOOXiAHYy  JUIs
pO3B’si3aHHS TPUKIAIHUX 3aBAaHb Yy Hayli,

MEJMIIMHI, OCBiTi, Oe3merni Ta KpPeaTHBHOMY
CEeKTOpI.

JloBinxka.

GitHub — 1e BebcepBic, skuii Hamgae

XOCTHHT JUIsI CHCTeM KOHTpOJt0 Bepcii Git, 1o
Jla€ 3MOTY PO3pOOHHKAM CIUIbHO MPAIFOBATH HaJl
npoektaMu. BiH mpomoHye oHinaiH-matdopmy
JUis  30epiraHHsS  KOMYy, BIJACTEXKEHHS 3MiH,
CIIUTLHOT POOOTH HAJ[ MPOEKTAMH Ta CIIIBIIpAIl,
o poOUTHh HOro CXOXKHMM Ha COIIAlIbHY MEpexy
JUISL TIPOTPaMICTiB.

Stack  Overflow ne BeOcalT i3
3alUTaHHSAMH Ta BiJMOBIIIMH, TPU3HAYCHUH IS
MPOTPaMICTIB Ta EHTY31acTiB, Jie BOHU MOXYTb
CTaBUTH 3alUTaHHSA NP0 KOI 1 OTpUMYBAaTH Ha
HUX BIAIIOBIII BiJ CITIIBHOTH.

st 3a0e3medeHHs METPHYHOI BaIiTHOCTI
Ta JOUOAKTAYHOI OOTPYHTOBAHOCTI CTPYKTYPH
OCBITHBOI MOJENII 3aCBOEHHS TEHEPATHBHOIO
mrygHoro iHTenekry (I'II) Oymo pospobieHo
IHTerpoBaHU METOTOJIOT IUHHH amapar
oumiHtoBaHHs. lled amapar 0a3yeThcs  Ha
KOMOIHAIIT 00’ EKTUBHHUX TaAKCOHOMIYHHX,
CTPYKTYPHHX Ta IHCTPYMEHTAJbHHUX KPHUTEPIiB i3
IICUXOMETPUYHUM  aHANi30M  KOTHITUBHOI'O
HaBaHTaXeHHS.  OCHOBHMMH 00’ €KTHBHHMH
KPUTEPIIMHU CITyTyBaJIA: KOTHITUBHA CKJIAIHICTD,
sIKa BWU3HAYAETHCS BIAMOBITHO 1O i€papXidHUX
piBHIB  meperisiHyTOoi  TakcoHomii  bmyma
(manpuxnanx, [10]), Bil PENpPOIYKTUBHHUX
oreparii (3amam’ATOBYBaHHS, PO3YMIHHS
CHUHTAKCHCY) 10 MPOXYKTUBHUX (aHaJi3, CHHTES3,
CTBOPEHHSA apXITEeKTyD); KUTBKICTB
MDKIMCIUIUTIHAPHUX 3B’SI3KiB, IO BimoOpakae
CTyHiHb iHTErpamii 3HaHb 3 MaTeMaTUYHOI
CTaTUCTHKH, porpaMyBaHHS, rIIMOOKOro
HaBYaHHS Ta TPHUKIAAHOI €TUKU; PIBEHb
a0cTpaxiiii KOHIemNii (onepyBaHHs JATEHTHUMH
MPOCTOpPaM¥, WMOBIPHICHIM MOJICITFOBAHHSIM);
BUMOT'H /IO I1HCTpyMeHTapilo (crewianizoBaHi
0i10;i0TeKH, MOBM IPOrpaMyBaHHS) Ta HEOOXiIHi
OOUYHMCITIOBAIBHI PECYpCH; a TaKOX HpPaKTUYHA
pealizoBaHICTh 3aBJIaHb.
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Hna emmipuyHoi ~ Bepugikamii  Ta
KiJIBKICHOTO OOrpyHTYBaHHS TUIAKTUYHOT
CKIaJHOCTI 3 YypaxyBaHHSIM Cy0 €KTHBHOTO
JIOCBiTy 3100yBaviB, SIK JI0JaTKOBa

NICUXOMETPUYHa Mipa, Oysia 3acTocoBaHa MIKajga
NASA-TLX (Task Load Index) [11]. IIs
CTaHJAPTH30BaHA METOJWKA BUKOPHCTOBYETHCS
JUISE CyO'€KTUBHOTO OI[IHIOBAHHS ONEPAIiHHOTO Ta
KOTHITUBHOTO HAaBaHTaXKCHHS 1 BKJIIOYAE OLIHKY
HIECTH  KJIIOYOBUX  KOMIIOHEHTIB,  30Kpema
MEHTAJIBHUX Ta YaCOBHX BHUMOT, PiBHS 3yCHIUIS Ta
(dpycrpatii. 3riiHO 3 METOIUYHUM MPOTOKOIOM,
CYKyIIHE 3Ha4yeHHsS MOKa3HWKa moHaj 60 Oami
IHTEpIpETYEThCSL K O3HAKa CYTTEBOTO a0o
HETPUHHSATHO BHCOKOTO KOTHITHBHOTO
HaBaHTAKCHHSL.

[MokazHuk 60 OamiB y KOHTEKCTI KN
NASA-TLX €  MEromdyHuM  IOPOTOBHM
3HAYCHHSIM, sSKe BHUKOPUCTOBYETHCS y
MPUKJIATHUX JOCHIDKEHHSX Ta €ProHOMIIl st
mudepeHIiaii MK TPUAHATHUM Ta CYTTEBO

M ABUIIEHUM piBHEM KOTHITUBHOI'O
HaBaHTa)KEHHSI. IMxana NASA-TLX €
06araToBHUMIpHOIO Cy0’€KTHBHOIO IKAJIOI0

OITIHKH, IO BUMIPIOE HABaHTA)KEHHS 3a ITCTbMa
migmKanamMu  (mMewmansvhi,  izuuni, uacosi
BUMO2U, 3YCUNIA, YCHIWHICMbG Ta (ppycmpayis).
Koxna mimmkama omiaioersest Big 0 go 100.
®dinanbHui, 3BayKeHHH (a00 MPOCTHIA) cepemHiit
IHAGKC HaBaHTAKEHHS TaKOX 3HAXOMUTHCS Y
niamazodi Big 0 go 100 Gais.

Cepeoniii  oianazon (40-60 Oami): Sk
MPaBUIIO, 3HAYEHHS, [0 HAOMIKAIOTBCI [0
50 0aniB,  IHTEpUPETYIOThCSI  SK  TOMipHE
(cepemne) HaBaHTa)KEHHS CTaH, SKUH €
OakaHMM y  HaBYAJIBHOMY  Tpomeci  ams
CTUMYJIIOBaHHS  aKTHBHOTO  HaBuaHHSI  0e3
MEPEBTOMH.

Ilopozose 3HAYeHHS (60 6amis):
IlepeBumennst 1poro 3HadyeHHs (moHanm 60)
BKazye Ha BUXiIl 3a Mexi IOMIPHOTO
HaBaHTaXeHH:. Lle curHamizye mpo HeoOXiTHICTh
JIOJTATKOBHX 3YCHIIb, BHUCOKI MEHTalbHI Ta/abo
YacoOBi BUMOT'H, & TAKOXK YaCTO CYIPOBOKYETHCS
3poctaHHsM  (Qpycrpamii  Ta  Ccy0’€KTUBHHM
BiJIYTTSM 3HIDKEHHS YCIIIITHOCTI.

Taka nBOpiBHEBa CHCTEMA OIIHFOBAHHS Ja€
3MOTy HE JIMIIIE TaKCOHOMIYHO KiacH]iKyBaTH
CKJIQJIHICTh, ajle€ W KUIBKICHO OOIpyHTYyBaTH
TUIAKTUYHY JIOLIJIBHICTD IIOCJI1TOBHOCTI
MOZYNIB, MIHIMI3YIOUHM PH3UK IEpeBaHTAXECHHS
(cognitive overload) 3m00yBauiB Ha paHHIX
eramax 3acBoeHHs TexHonorii ['HII. PiBeHs
ckiaagocti ocBiTHLOI Moaeni ' BuzHayeno Ha
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OCHOBI iHTerpalii KOrHITUBHOI TakcOoHOMiT biryma
[10], AMIAKTUYHUX TPUHIUIIB TEXHIYHOI OCBITH

Ta XapaKTEePUCTHK THCTPYMEHTAJILHOTO
HaBaHTa)XKeHHsI, HaBegeHui y Taom. 1.

Tabmmmsg 1
ETanu Ta TexHiuHi XapaKTepUCTHKH MOJei
N 3nanns IIpuxaagu PiBenn Yac na KinbkicTs
eTa;1 Ha3sea erany T2 HABMIKH MopeJieii/ CKJIAJHOCTi | BHKOHAHHS TIOMUJIOK
y iHCTpyMeHTIiB (1-5) 3aBaaHHs (romx) (1t.)
Jliniiina anrebpa,
1 Ocrosu  IHI 12 crarucruka, Python, NumPy,_ pandas, 1 6-8 5-10
MPOrpamMyBaHHs NumPy matplotlib
2 Basose MammeHe | Perpecii, knacudikaris, scikit-learn 2 8-10 10-15
HaBYaHHS HABYAHHS 3 YYHTEIEM
3  |[I'nmnboxe HaBUaHHs HerOHHI . Mepexd, TensorFlow, Keras 3 10-14 15-20
ONTHMI3allisl, aKTHBAIIi]
ABTOKONIEPH, GAN,
4 |T'eHepaTuBHI MOIENi | TpPEHYBaHHS JIBOX \[;ﬁ:fi’sion Mo dSl'SAN’ 4 12-16 20-30
Mojesel
Peanizamis Mozeneit
. MNIST GAN,
5 |IlpakTuuHi NpOEKTH | reHepamii TEKCTY, LSTM. GPT 4 14-18 15-25
300pa)keHHs1, ayJlio
6 | My/nbTHMOIANBHICTD p ’ YEY> | AttnGAN,  Stable 5 16-20 25-35
MePETBOPEHHS THITIB | e sion
JAHHUX
Al Fairness 360,
BilroBifaIbHe BusiBnenns Explainable Al
7 ATOBLL yHepeDKEHOCT, Toolkit, 3 6-8 5-10
Bukopucranns LI . M .
MPO30pICTh, Kelc-aHali3 | peKOMeH ALl
OECD
VYuactb y | Kypeu KOH(epeHIIii. .
. > ’ | Kaggle, Hugging ) )
8 CHITBHOTAX, penosutopii,  open-| . T ips 3 8-10 5-10
MOCTIHHMI PO3BUTOK | source MpoHo3HILi

Js npukiaxy po3paxyHKy XapaKTepHCTUK
MOJIETi, a caMe¢ BHM3HAYCHHS PIiBHS CKJIQJTHOCTI,
yacy Ha BMKOHAHHS 3aBIAaHHSA Ta KUIBKOCTI
MOoMMWIOK B ocBiTHIH momeni 'l posriasaemMO
eram 1 Ta eram 6. Po3paxyHok Oa3yeTrbcs Ha
iHTerpamii HayKOBO-TIEIAarOriYHMX METOINK Ta
IUAaKTHYHOI ekcrieptrsu [13] Ta migTBepmKye
Te, MO MYyIbTUMOJAIbHI Mozmeni (eram 6) €
3HaYHO cKiamHimmMu (significantly less complex
compared to their multimodal counterparts)
MOPIBHAHO 3 VHIMOJAIBHHMH 49U 0a30BHUMH
MoxensMu (etam 1).

Eran 1 “Ocnou Il Ta mporpamyBaHHs”
Mae piBeHb ckiamHocTi (1), Mo € HAWHIKINM i
HayKOBO OOTPYHTOBaHWH TMEPIIUMH  PiBHIMHU
Takconomii bayma [10]. KormiTmBHmIA acriekT
BHMAarae MEepEBa’KHO 3amam’ATOBYBaHHS
(cunTakcucy Python, ocHoBHEHX (hopmyn miHIHHOT
anrebpu) Ta PO3yMiHHS (SK TPAIIOIOTH MacHBU
NumPy), 3aBgaHHA €  pPENPONYKTUBHUMHU.
[HCTpyMEHTalbHE HaBaHTAXKEHHS MiHIMAaJIbHE,
THCTpYMEHTH (NumPy, pandas) €
(¢yHIaMEHTaJbHUMH  Ta  MaloTh  LIMPOKY
JNoKyMeHTalito. HaBaHTakeHHs momnsirae y
HaOyTTi 3HailoMCTBa 3 IHCTpYMEHTapieM, a Hi y
HOro CKIaHIN iHTerparfii.

Yac Ha BHKOHAHHA 3aBJaHHS 6-8 TOIWH
BioOpakae HHU3BKUH  OOCIT  TEOPETUYHOTO
MaTepiajly Ta LIBHJKY HPaKTUYHY peatizaLilo.
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BiamoBinHO 10 TUAAKTUIHUX IPUHIMIIB 00CT €
JOCTaTHIM JJIsl TIBHUJKOTO OCBOEHHS 0a30BOTO
CHHTAKCUCY, BUKOHAHHSI TPOCTHX J1a0OPaTOPHHUX
po0iT  (HampWKiIam,  MHOXCHHS  MaTpHIIb,
3aBaHTaXCHHS JaHWX) 1 HE BKIFOYAE TPHBAIAX
O00YHCITIOBATLHUX MPOIIECIB.

Kimpkicte  mommmok  5-10  mr. €
HaiMEHIIOIO 1  BU3HAYAETBCA  TUMIOBHMH
MOXHOKaMH HOBAYKIiB. Le TepeBaKHO
CHHTaKcWYHI a0o 0a3oBi JoriuHI JedeKTH
(mampukiax, TOMHJIKHA — IHAEKcamii MacHBiB,
HEMpaBUIIbHE BHUKOPUCTAHHS BOY/IOBaHUX

(hyHKIIiIT). BOHN ITerko BHSBISIOTHCA 1 HIBUAKO
BUIIPABIIIOTECA. Hu3bka KiMBKIiCTh BimoOpakae
IPOCTy KPUBY HABYaHHS HA IIbOMY I10YaTKOBOMY
erari.

Etan 6 “MynpTuMonmanpHICTE”  Mae
BUCOKHMI  piBeHb ckimamHocTi (5), 1o €
MaKCHUMAJILHUM 1 BIATIOBIA€ HAWBUIIIAM BUMOTaM
Takconomii  bmyma [10] Ta  BHCOKOMY
IHCTpyMEHTaJIbHOMY HaBaHTaxkeHH!o. IlinBuiieHa
CKJIaJIHICTh HiATBEPIKYETHCS TaKOXK
JOCIIIKEHHAMA aApXITEKTYp 11 [13].
KorniTuBauii acnekr mnorpedye CTBOpPEHHS Ta
ouiHIOBaHHs (HaiBuIli piBHI). CTYAEHT MOBUHEH
CHHTE3yBaTW 3HAaHHSI MpPO Pi3HI THNH JaHUX
(TexcT, 300paxkeHHs1) 1 IHTErpyBaTH apXiTEKTypH
(sx-or CLIP abo Stable Diffusion) gns
JOCSITHEHHS Y3TrOJDKEHOTO pe3yibTary.
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[HCTpyMEHTanbHE HAaBaHTa)KEHHS MaKCHUMaJIbHE.
PoGora 3 mepenoBuMH MoOIENsIMH TOTPEOye
TTMOOKOTO PO3YMIHHA B3a€MOii KOMITOHEHTIB
(HampuKiaz, 3B°530K MK Bi3yaJIbHUM €HKOJEpOM
Ta TEKCTOBHM  JIEKOAEpOM) Ta  BHCOKHX
O0UYHUCITIOBATIBHUX PECYPCIB.

Yac na BukoHaHHd 3aBaaHHa 16-20 romgun
€ HaWJOBIIMM 1 HAayKOBO OOIPYHTOBaHUU
CKJIAJIHICTIO Ta iTepamiiHicTio. Yac BpaxoBye
OaraTopa3oBi iTepallii HaBYaHHS CKJIaJHUX,
pecypcoeMHHX Mojeield. 3HauHa YacTHHA LbOTO
yacy Mae Ha KOHQIrypyBaHHS CepelOBHIIA,
MiATOTOBKY ~Ta TEPETBOPEHHS  PI3HOPITHHUX
JlaTaceTiB, a TaKO)X Ha TPUBAIMH MOHITOPHHT
MpoIleCy HAaBUYaHHSA, IO € XapaKTepHUM ISt
MYJIBTUMOJAIBHUX CHCTEM.

Kinbkicts TOMHJIOK € HAWBUIIIOIO
25-35 mr., U0 BKa3ye Ha CKJIaJMHY Ta TPUBAILY
KpUBY HaByaHHs. lle mepeBakHO KpUTHYHI Ta
MPHUXOBaHI JIOTIYHI TIOMHJIKW, TIOB'SI3aHi 3
IHTErpaIi€lo Ta AJITOPUTMIYHOIO HECYMICHICTIO.
TumoBi TOMHIKH  BKJIIOYAIOTh: HEKOPEKTHE
Y3rODKEHHSI  BEKTOPHUX  IIPOCTOPIB  PI3HUX
MOJIATBHOCTEH, MPOOJIEMH 3 TOKEHH3ali€l, abo
BHCOKY BapTICTh 00YHUCITIOBaHb yepes
HeeeKTUBHY KOH(Irypamiro. Bemuka KiTbKicTh
IIOMWJIOK BiOOpa’kae BHCOKY CHTPOITIIO Ta
HeCTaOUTbHICTD TIepPEeIOBUX TeHepaTUBHHUX
apXiTeKTyp, 1€ MiarHOCTHKA OJHIET TTOMHUIIKH
moTpedye 3HAYHMX JOCTITHUIBKUX  3YCHIIb.
CxmagHoOII y CHHXPOHI3allli JaHUX Ta BHCOKI

O0YMCITIOBAIBbHI ~ BHMOTH,  XapaKTepHI A
MYJIbTUMOJATEHUX CHCTEM, PsIMO
MiATBEPIKYIOTh 30UIBIICHHSA KUIBKOCTI

TeXHIYHUX JedekTiB [14].

IIpuxknanne 3HavenHs 'L BusiBisieTsca B
HOro 3MaTHOCTI aJanTUBHO (YHKIIOHYBaTH Y
MDKTaJIy3eBUX KOHTEKCTaxX, 30KpeMa 3a YMOB
00OMEXKEHOCT1 TEPBUHHNX TAHUX.

Sxmo panime BiliChKOBa ~ HaBYaNbHI
3aKiagy BUMIM odillepa maM'sTaTH TPOIETypH i
BUKOHYBAaTH iX 3a CTaTUYHUM MiJPYyYHHKOM, TO
TEnep 3aBJAHHS — HAaBUMUTU Hloro Muciauta B 10
pasiB MIBUAIIE 1 TeperpaBaTH HemependadyBaHy
CHCTEMY.

Ocp KOHKpeTHE MpHKIAIHE
I'eneparusroro Il y migrorosii
otimepis.

Tpamumiiai mra6Hi HaBuanHs (KIIH,
Command-Staff Exercises) moBinbHi, gopori i
nepeadavyBaHi. Komanna “IIpoTuBHHEKA”
CKJIaJIa€ThCS 3 TAKMX CaMUX IHCTPYKTOpIB, SKi
MUCIISITH 32 Ti€I0 XK JOKTPUHOIO.

SAxmo I'air BHUCTYIIA€ B poui
“IlpoTuBHMKA” 11le HEBTOMHHUH CYIIPOTHBHUK, BiH
MOXe rpaTd 24/7, mporaHsroud TUCSYI iTepawii

3HAYEHHS
mradHUX
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OJTHOTO ¥ TOro K CIIEHApiro 3a Hiu, a He 2-3 3a
THOKJICHb.

Henepen6auyBanuii cynporuauk 'l He
MpUB'SI3aHUN 70 “MIOACHKOI” JOKTpUHU. BiH
MOXKE reHepyBaTH a0COIIIOTHO HOBI,
ACHMETpHUYHI, HaBiTh “O0XKEBINBHI” (ane JOTiYHO
OOIpyHTOBaH1) TAKTHKH, 3 SKUMH OQillepy HIKOIH
He crukaimucda. LI mutTeBO pearye Ha IUiaH
ciyxadiB (KypCaHTIiB) i 3MIHIOE CBOIO IMOBEIIIHKY,
3MYIIYIOUM IX BUIIATH BiJ 3aBYCHOrO IUIAHY 1
npuiMaTy pilieHHs B yMOBaX Xaocy.

Odiuep BUMTBCS HE “BUTpPATH CIEHApid
Ne3”, a BupoONSATH HaiMHI IUTAHU, CTIHKI J0
THUCSIY HECTIOAIBAHUX BapiaHTIB JIiii MPOTHBHHUKA.

Y MenuuHill cdepi reHepaTHBHO-3MaraibHi
MEpEeKi BHKOPUCTOBYIOTHCS JIJISl  CTBOPEHHS
CUHTCTHYHHX  MEIUYHUX  300payKeHb, IO
KOMITeHCYye Ae(illUT pealbHUX CKaHIB 1 CIIPHSE
MOKPAIICHHIO MIJArOTOBKU (DaxiBIIiB Ta MiATPUMIILI
JIarHOCTUYHHX TIporieciB. Y cdepi 1mudpoBoi
6e3nexku [T 3acTOCOBYETHCS I MOJICTIOBAHHS
MOTEHIIIHHUX Kibep3arpo3, BUSBICHHS aHOMATIH i
aHamzy deepfake-koHTeHTy, 110 MiABHIILYE
pIBEHb 3axWINEHOCTI iH(QOpPMAIIHHUX CUCTEM
[12]. VYV «kpeaTuBHOMY CEKTOpi TEHEpaTHBHI
aJropuTMH  3a0€3MedyioTh ~ aBTOMAaTHU30BaHY
TeHepaIio My3ukd, Tpadikd, TU3aiHy Ta 1HIITAX
BHJIIB MEMIIaKOHTEHTY. B OCBITHROMY CEpEIOBHIII

texaomyorii I CIIPUSIIOTH CTBOPEHHIO
TepCOHAJI30BaHIX TpaekTopiit HaBYaHHS,
aJaliTHBHOTO  TECTyBaHHS Ta  KOTHITUBHO-
OpIEHTOBAaHWX HABUAJIBHHX MaTepiaiiB, 0

migBUILye e(pEeKTUBHICTh OCBITHIX TMporpamM i
BIZIITOBiae BUMoraM Itn(ppoBoi TpanchopMmarrii.
BucHoBku. Y  Mexax  IpOBENEHOrO
JOCJIIIPKEHHST 3allPOIIOHOBAHO OCBITHIO MOJENb
MIOETAITHOI'0 3aCBOEHHS T'€HEpaTUBHOTO
mrygdoro iHTenekry (I'LLI), mo moexHye
TEXHIYHY, METOJI0JIOTiYHY, KOTHITHBHY Ta €THYHY
KOMITOHEHTH. [HOBawiiHICTH 3a3HaYEHOrO
MiAXOIy TONSTAE B iHTErpamii (yHIaMeHTaIbHIX
3HaHb |3 MAIIMHHOIO HaBYaHHs, TITHMOOKHUX
HEWPOHHHUX Mepex 1 TeHEPaTUBHOTO
MOJIEITFOBaHHS 3 MDKAUCIUTUTIHAPHUM 3MICTOM 1
MIPAKTHUKO-OPIEHTOBAHUMH Kelcamu. y
po3poOIieHili  Mojeni  BpaxoBaHO  Cy4YacHi
BUMoOraM IudpoBoi Tpancdopmarii OcBiTH, IO
crpuse (hopmyBaHHIO LUTICHUX
komrereHTHocTer y cdepi LI ta opienTOBaHa Ha
PO3BUTOK HAaBHYOK, PEIEBAHTHHUX A0 DPEAJbHUX

BUKJIUKIB. Bona TaKOX Y3roKyeThCs 3
BHUMOraMu iCHYIO‘II/IMI/I Mi)KHapO,Z[HI/IMI/I
HOPMATHBHO-IIPAaBOBUMU Ta BITYM3HIHUMU

JOKYMEHTaMH, 110 MiATBEPKYE 11 3HAUYIIICTb.
[IpakTryHe 3HAauYEHHS MOAENI TMONATAE Y
MOXKJIMBOCTI 11 3aCTOCYBaHHS B OCBITHIX Kypcax,



TH®OPMATHU3AIIA 3BPOMHAX CUJT

EdTech-rutatopmax Ta caMoCTiiHIN MiArOTOBIT
¢daxiBuiB. TakoX OKpeclieHO TMepCleKTUBU
MOJanbIlInX  JOCHIKeHb, CHOPSIMOBaHUX Ha
pO3po0IeHHS rajy3eBuX Moauikari,
ouiHtoBaHHs sikocTi III-KOHTEHTY Ta MiATPUMKY
Oe3rnepepBHOro MPodeciiHOro po3BUTKY. Takum
YHHOM, CTaTT € BaroMMM BHECKOM V
(hopMyBaHHSI HOBOI MapaJMrMd OCBITH B YMOBax
nudpoBoi TpaHchopmariii.

IMopanburi JOCTiIZKeHHS JIOIUIHHO
30CEPEANTH Ha MIEPCIEKTURI PO3BUTKY
3aIIPOIIOHOBAHO1 OCBITHBOT Moaei Ta

nependavaroTh il aJanTtaiiio g0 Taly3eBHX
KOHTEKCTIB 13 IIJBUIMEHMMH BHMOraMH O
ONEpaTHBHOI TeHepalil 3HaHb -30KpeMa, Yy
BIMCHKOBIM OCBITI, Ki0OepOe3meni Ta MEIUYHIN
MHiATOTOBIII.
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Educational model for mastering the stages of generative artificial intelligence

Annotation
Generative artificial intelligence (Generative Al) is both a technological tool and a new approach
to the educational process in the training of officers of military command and control bodies (staffs)
operating in complex, dynamic, and unpredictable environments. Mastering generative Al remains a
challenging task, especially for beginners and specialists from other domains. The primary reason for
this difficulty is the high entry threshold, which requires proficiency in mathematics, programming,
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machine learning principles, deep neural network architectures, as well as an understanding of potential
social and security risks.

The purpose of this article is to develop an educational model for the step-by-step mastery of
generative artificial intelligence that integrates technical training, specialized knowledge of deep
learning, and an understanding of practical applications of Al.

Unlike discriminative models, which address classification or regression tasks, generative models
learn the full or joint data distribution. This enables them to produce new objects like those contained in
the training dataset. Owing to this capability to generate content—such as text, images, audio signals, or
code—generative Al has found wide application in education, creative industries, healthcare, security,
and governance.

Within the framework of this study, it is proposed an educational model for the staged mastery of
generative artificial intelligence, combining technical, methodological, cognitive, and ethical
components. The developed model considers contemporary requirements for the digital transformation
of education and facilitates the formation of comprehensive Al-related competencies. The model is
oriented toward the development of skills relevant to real-world challenges and is aligned with existing
international and national regulatory and legal frameworks, which confirms its relevance and
significance.

Keywords: generative artificial intelligence; digital technologies; educational model; deep learning;
generative networks; digital transformation; artificial neural networks.

86



	1 – Інститут стратегічних комунікацій Національного університету оборони України, Київ;
	2 – Центр воєнно-стратегічних досліджень Національного університету оборони України, Київ
	Стаття надійшла до редакції 17.10.2025

